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T lymphocytes (T cells) express T-cell receptor (TCR) molecules on their surface that can recognize peptides
(p) derived from antigenic proteins bound to products of the major histocompatibility complex (MHC) genes.
The pMHC molecules are expressed on the surface of antigen-presenting cells, such as dendritic cells (DCs).
T cells first encounter antigen on DCs in lymph nodes (LN). Intravital microscopy experiments show that upon
entering the LN containing antigen, CD8" T cells first move rapidly. After a few hours, they stop and make
extended contacts with DCs. The factors that determine when and how this transition occurs are not well
understood. We report results from computer simulations that suggest that the duration of phase one is related
to the low probability of productive interactions between T cells and DCs. This is demonstrated by our finding
that the antigen dose and type determine when such a transition occurs. These results are in agreement with
experimental observations. TCR-pMHC binding characteristics and the antigen dose determine the time
required for a productive T-cell-DC encounter (resulting in sustained contact). We find that the ratio of this
time scale and the half-life of the pMHC complex itself provide a consolidated measure of antigen quantity and
type. Results obtained upon varying different measures of antigen quantity and type fall on one curve when
graphed against this ratio of time scales. Thus, we provide a mechanism for how the effects of varying one set
of parameters are influenced by other prevailing conditions. This understanding should help guide future

experimentation.

Recent multiphoton and confocal microscopy experiments
have produced vivid images of the migration of T cells in
lymphoid tissues during antigen recognition (2, 6-8, 11, 23, 30,
32-34, 37, 38, 40, 43, 47). For both CD4 and CDS8 T cells, the
motility characteristics change with time. Initially, T cells move
quite rapidly upon entering the lymph node (LN). In the pres-
ence of cognate antigen, after a few hours, antigen-specific T
cells slow down and make stable contacts with dendritic cells
(DCs) presenting cognate antigen (6, 23, 30, 32, 33, 37, 38, 40).
For CD8 T cells, these two stages of different T-cell motility
have been labeled “phase one” and “phase two” behavior (30).
It seems reasonable to assume that phase one corresponds to
a period during which T cells “hunt” for antigen, whereas
phase two is a period of time required for signaling processes
that result in a full commitment to activation (30, 33). An
important open question is which factors determine the time
required for the transition from phase one to phase two. This
is important, since this decision predicates T-cell activation
and the initiation of an immune response.

Several hypotheses could be considered to address this ques-
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tion. One is that T cells may go through such motility changes
by default (30). This hypothesis implies that all antigen-specific
T cells in the LN would transition into phase two synchro-
nously and that the time at which this happens should be
independent of the antigen dose or stimulatory potency. How-
ever, it seems more likely that this transition is linked to sig-
naling events stimulated by interactions of T-cell receptor
(TCR) molecules on the surfaces of T cells with cognate, pep-
tide-loaded major histocompatibility complex (pMHC) mole-
cules expressed on DCs. This suggests a second hypothesis: the
transition from phase one to phase two is influenced by the
nature of cognate pMHC ligands, their expression levels on
DC surfaces, and the number of DCs in the LN that bear
cognate antigen. In this case, the time at which a particular T
cell transitions from phase-one- to phase-two-type behavior
depends on its history of interactions with DCs, which are
stochastic in nature but also have a relatively broad distribu-
tion over time. We also explored the consequences of summa-
tion of multiple interactions with antigen-presenting cells for
the duration of phase one. We have studied how all of these
variables collectively define the duration of phase one using
computer simulations and theoretical calculations.

Migrating T cells stochastically encounter DCs bearing an-
tigen which, in turn, can stimulate a stop signal with some
probability, thereby leading to sustained contacts. We find that
the average antigen dose per DC, the number of DCs bearing
antigen, and the characteristics of the TCR-pMHC interaction
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TABLE 1. Symbols used to represent important quantities

Symbol Description Unit(s)
D Motility coefficient wm?/min
k Probability of stop signal upon T-cell-DC encounter; depends upon TCR-pMHC binding min !

characteristics and concn of antigenic pMHC per DC

P Concn of cognate-pMHC on DC surface No./DC
t Time h
p Density of cognate DCs in the LN No./um?
T Characteristic time scale for peptide dissociation from MHC groove h
T, Avg time for T cell to encounter cognate DC via motion characterized as random walk h
Ty Characteristic time required for productive T-cell-DC encounter; depends upon TCR-pMHC h

binding characteristics, no. of cognate DCs in LN, and pMHC concn on DC surface

determine the mean time required for a transition from phase
one to phase two. Our results on how the antigen dose per DC
and numbers of antigen-bearing DCs affect the duration of
phase one are in excellent agreement with experimental ob-
servations described by Mempel et al. (30) and Henrickson et
al. (22). Importantly, theoretical analyses of the computational
and experimental results provide a conceptual framework for
understanding how the effects of changing one measure of
antigen dose or type on the duration of phase one depend on
the values of other related quantities that also play a role in
T-cell activation in vivo. We find that an interplay between two
time scales which encapsulate the effects of antigen character-
istics and amount is important. One of the time scales is the
half-life of the pMHC complex, which characterizes its stabil-
ity. The other time scale characterizes typically how long it
takes for a productive T-cell-DC encounter to occur. Results
for the duration of phase one obtained by varying diverse
measures of antigen quantity and type collapse onto one con-
solidated “master” curve when antigen quality and type are
measured by the ratio of these two time scales. The mechanis-
tic principle embodied in this result should help guide future
experimentation, because it shows how the effect of changing
one variable is influenced by other relevant parameters.

MATERIALS AND METHODS

Model and simulation method. (i) Model development. Beltman et al. (4, 5)
have studied T-cell migration in a realistic representation of the densely packed
physical environment of the LN using a computational method based on the
cellular Potts model. These simulations faithfully reproduce many experimen-
tally observed quantities that characterize T-cell motility, such as velocity distri-
butions, T-cell/DC scanning frequencies, etc. These studies also suggest that
changes in velocity distributions observed upon transition to phase-two-type
behavior require strong adhesion and stop signals from cognate DCs. Quantita-
tive recapitulation of the experimental and computational facts regarding T-cell
motility (e.g., velocity distributions) is not the purpose of our in silico studies.
While our investigations are closely synergistic with experiments (22), our pur-
pose is to glean qualitative mechanistic principles that determine the duration of
phase one. Specifically, we aimed to elucidate how variables such as the cognate
pMHC dose per DC, the number of cognate DCs, the stability of pMHC, etc.,
influence this duration (Table 1). This goal guided the choice of the model that
we simulated and analyzed.

We use a lattice representation of the space corresponding to the LN (Fig. 1)
with periodic boundary conditions in which the edges of the box (e.g., left and
right or top and bottom) are essentially pasted together. Thus, for example, when
a cell exits the box on the left, it reappears on the right. This enables simulation
of the large spatial extent of the LN (~1 mm?) with no collisions of T cells with
the faces of the simulation box. Each type of cell (e.g., a T cell or a DC) can
occupy one of the lattice sites. Motile cells can hop from one lattice site to a
neighboring one. This discrete, rather than continuous, representation of space
dramatically reduces the computational power required to simulate the effects of

specific parameters characterizing the antigen dose and type on the duration of
phase one. The lattice representation does not lead to artifacts as long as the
properties of interest are manifested on long time and length scales (16) (and
one other condition noted later is met). As we focus on the transition from
phase-one to phase-two behavior, which occurs on a time scale that far exceeds
the microscopic time associated with cell motion between lattice sites and sig-
naling events during transient T-cell-DC encounters, a lattice representation is
appropriate. We also note that while our stochastic simulations allow us to
examine the important effects of fluctuations, the average values of the simula-
tion results agree with those obtained from a mean field treatment that does not
use a lattice representation. Therefore, for the qualitative results that we seek,
the lattice representation seems adequate.

The lattice is 30 by 30 by 30 units in size. Only antigen-specific T cells were
explicitly simulated to obtain the results shown here. Simulations wherein non-
cognate T cells were included showed that the results were affected only when
there were vastly many noncognate T cells; at lower levels the results are unaf-
fected by their presence (Table 2).

The T cells can be either motile or arrested. Intravital microscopy data suggest
that T cells move in a directed fashion over distances of the order of 10 pm
before changing direction randomly (3, 7, 30, 32-34). On large length and time
scales, the statistical features of the motion are those characteristic of a random
walk. Experiments also show that the average speed of migrating T cells is on the
order of 10 wm/min. In view of these facts, we consider the spacing between
points on the lattice to be 10 wm and the elementary time step to be 1 min. This
means that our simulation box is approximately 300 um by 300 wm by 300 wm in
size. Our simulation results apply also to other choices of the average directional
movement (e.g., 20 wm), because such changes would require a simple rescaling
of the lattice dimension (20 pm instead of 10 pm). The simulation period of
1,440 elementary steps corresponds to a 24-h residence period of T cells in the

@ T cells

FIG. 1. Lattice representation of the volume in the LN that is
subject to computer simulations. Cognate and noncognate DCs and T
cells are shown schematically.

O Noncognate DCs

@ Cognate DCs
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TABLE 2. Parameters associated with simulation”

Parameter Variation

Effect(s) Brief justification

p, cognate DCs 100 to 800

Cognate T cells 250, 500, 750

Noncognate T cells 0 to 15,000

Threshold location and sharpness
(see Fig. 2)

p-k mapping

Scanning time 1, 3, 5 min

Activation scheme
as described in legend for Fig. 4

Exit time, T, 10 to 27 h

Stability of pMHC
complex, T

100 to 800 min

Larger p, shorter phase one, lower
threshold [pMHC]

Virtually no difference

Main scheme in the text; alternatives (i) No difference between main
scheme and alternative 3; (ii)
alternative 2 has only slightly lower
arrest fraction

Virtually no difference

More-stable pMHC requires lower
threshold [pMHC] to transition to

Larger p, more frequent T-cell-DC
encounters, more activation attempts
early on when [pMHC] has not yet
decayed much

Fractional occupation of lattice by
cognate T cells is very low; collisions
are not likely

Virtually no difference at low loading Very high loading of noncognate T cells
(<5,000). Then more non-cognate
T cells, higher threshold [pMHC]

Sharper or lower threshold both
reduce the threshold [pMHC]
required for phase two

Longer scanning time, shorter phase
one, faster transition to phase two

causes “jamming” in the lattice (see
Methods)

Both lead to slightly higher stoppage
probability k at the same initial
[pMHC]

Longer scanning, more attempts to stop
T cell, thus increasing the probability
of a stop signal

(i) k change due to peptide dissociation
during the short waiting is
insignificant; (ii) only 1 attempt to
stop T cell reduces stoppage
probability

Important time scales are all much
shorter than exit time

Slower dissociation of pMHC, slower
decline of k

phase two

Time scale of memory 0 to 250 min
decay, T,

Larger T, reduces threshold [pMHC] Effectively increasing k& by compounding
to some maximum extent

remnant k from previous encounters

“ Various parameters associated with the simulation, and components of the simulation scheme, were varied to examine the robustness of our results. In all cases,
the qualitative behaviors remain unchanged. The variations are listed here, along with their main quantitative effects, if any. A brief explanation is provided for each

variation to rationalize the relevant quantitative differences in the results.

LN (21). This simulation period is chosen because if T cells do not get activated and
upregulate CD69 (39), they migrate out of the LN after approximately 24 h (21).

We consider two types of DCs, those bearing cognate pMHC ligands (cognate
DCs) and those that do not display these molecules. Since intravital multiphoton
microscopy results have shown that DCs are far less motile than T cells (7, 8, 32),
in all our simulations the DCs are immobile. This will not affect qualitative
results, because the motion of DCs simply affects the frequency of T-cell-DC
encounters. It can be rigorously proven that in a system where the DCs are
immobile, the T-cell-DC encounter frequency equals that where they are al-
lowed to move if the motility coefficient characterizing T-cell motion is taken to
be the sum of that for T cells and DCs. As we discuss later, the encounter
frequency does not limit the transition from phase-one to phase-two behavior,
and thus, accounting for the slow movement of DCs is not important for the
issues we study. Therefore, different choices and/or random distributions of
T-cell speeds (e.g., centered around 10 pm/min) will also not have an important
effect.

A larger number of noncognate DCs create more barriers for T-cell migration,
resulting in a lower T-cell motility coefficient. Thus, we adjusted the number of
noncognate DCs to obtain a motility coefficient consistent with the experimen-
tally measured values (30, 32, 33). A motility coefficient of 11 pm?/min was
obtained with 3,000 noncognate DCs placed in the lattice. The numbers of
cognate DCs and T cells span a range of values (from 100 to 1,000 for DCs and
from 250 to 750 for T cells) in our simulations in order to examine their effects
on the time at which a transition from phase-one to phase-two behavior occurs.

Henrickson et al. measured that a typical LN imaged in the experiments is
approximately 1 mm? in volume, of which roughly 5 to 10% is the volume where
relevant migration takes place. They also estimated that 300 cognate DCs are
scattered therein, resulting in a density of 3,000 to 6,000 cognate DCs per 1 mm?.
Since our entire lattice is scaled to be 0.027 mm?, the appropriate number of
cognate DCs in the lattice should be on the order of 100 cells. Most of our
simulations have been carried out with 100 cognate DCs and 500 cognate T cells,
and qualitative results do not change upon varying these cell counts (Table 2).

‘We have carried out simulations wherein the total numbers of DCs and T cells
occupy as much as 50% of the available volume, which is lower than the fraction
of space occupied by cells in a normal LN (10, 50). Simulations with higher

densities of cells become computationally intensive. If we explicitly simulated all
the noncognate DCs and T cells, the following artifact of the lattice representa-
tion (which makes the simulations computationally tractable) would render the
results less meaningful. Since we model T cells as hard objects that cannot occupy
sites already inhabited by other T cells, including a very large number of non-
cognate T cells and DCs would lead to a “jamming” of the lattice, in which case
no cell would move. In reality, of course, space is continuous and T cells are
deformable, and so such a jamming does not occur in the LN. Our goal is to
determine qualitative mechanisms via which T-cell motility is influenced by
cognate pMHC. These qualitative mechanisms should not be affected by using
fewer cells so that the jamming artifact is not manifested.

At the beginning of a simulation, all cells are placed randomly on the lattice
and all T cells are motile. T-cell motion is simulated using a Monte-Carlo
algorithm (see “Simulation method”). In short, a T cell is picked randomly, and
an attempt is made to displace it in a random direction. If the chosen target site
on the lattice is not occupied by another T cell, then the T cell moves to the new
location. T cells are allowed to occupy the same site as a DC because they have
been observed to sit on the surfaces of DCs and scan for antigen (7, 23, 30, 32,
33, 38, 40, 43). In addition, DCs have been observed to extend out multiple
dendrites from their center of mass, and these protrusions are longer than 10 pm
(30, 32). Since a DC can interact simultaneously with several T cells and en-
counters between DCs and T cells can occur simultaneously at several dendrites
(7, 30, 32, 33), in our model, T cells at the six lattice points surrounding a DC can
simultaneously interact with it and scan for antigen. Along with the fact that T
cells can cooccupy the same lattice point as a DC, in principle, a large number
of T cells (exceeding six) are allowed to scan a DC simultaneously, as observed
in experiments. Experiments have also shown that the brief contacts during phase
one last for about 3 min (7, 20, 30, 32-34), which we model by introducing a
scanning time equal to three Monte-Carlo steps (this corresponds to approxi-
mately 3 min). T cells that encounter a DC do not move until this scanning time
period has elapsed. Varying the length of scanning time does not alter the results
qualitatively (Table 2).

During the scanning period, interactions between the TCR and pMHC on
DCs, as well as integrins, costimulatory molecules, and cytokines, result in in-
tracellular signaling events that could lead to a stop signal (24). It remains an
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FIG. 2. Probability for T cells to receive a stop signal upon encoun-
tering a cognate DC (k) plotted against the concentration of pMHC on
DCs after pulsing with peptide prior to adoptive transfer. Original
mapping (green circles) corresponds to the mapping used for the
results presented in the text, as described in Materials and Methods.
To demonstrate how such mapping can be varied, two alternatives are
shown. Alternative 1 (orange triangles) is a mapping with the pMHC
threshold moved to the right (i.e., a higher initial loading of pMHC is
needed for the same probability of stopping), while alternative 2 (pur-
ple circles, dotted line) maintains the original threshold location but
exhibits a sharper response. As a consequence, k increases more sharply
as the initial pMHC concentration is increased.

open question whether T cells can integrate signals from multiple serial encoun-
ters with cognate DCs (11, 15, 20, 40) or a threshold level of signaling must result
from encounters with a single DC (14, 23, 25, 31, 45, 46). We consider both
scenarios, one in which T cells can integrate signals from serial encounters with
DCs and the other, in which any signaling resulted from a T-cell-cognate DC
encounter is “forgotten” instantly after the T cell disengages.

In the latter situation, if a T cell encounters a cognate DC, signaling can lead
to a stop signal with a probability equal to k (implemented as part of the
Monte-Carlo algorithm described below). This probability is related to the char-
acteristics of the TCR-pMHC interaction and the level of pMHC expression on
the surface of the DC. Our model for T-cell migration must be linked to mo-
lecular signaling models (e.g., see references (1, 12, 18, 28, 29, and 49) in order
to properly link & to these quantities which reflect antigen quality and quantity.
While such a sophisticated multiscale model is under development, in the
present study we adopt a simpler approach. We model the relationship between
k and the antigen concentration with a sigmoidal curve which exhibits a threshold
antigen concentration above which k is large and below which k is small (Fig. 2).
This shape is chosen because experimental results for markers of T-cell signaling/
activation exhibit such dose-response curves (e.g., see references 29 and 44)).
The value of k is zero when the antigen concentration is zero and approaches one
for large values of the antigen dose. A function with a sigmoidal shape was used
to interpolate values of k between these asymptotes (see “Simulation method”).
Different TCR-pMHC binding characteristics alter the threshold concentration
defined by the sigmoidal curve and its sharpness. While the results in the main
text are for a particular choice of the location and sharpness of the threshold of
this sigmoidal curve, we found that changing the values of these variables only
results in quantitative, rather than qualitative, differences (Table 2).

To study situations where T cells can integrate signals from multiple DCs, the
probability of generating a stop signal (k) upon a particular T-cell-DC encounter
is modeled to depend upon the history (or experiences) of that particular T cell
as it migrates through the LN. The specific way in which k& depends on history in
our simulations is described in the context of our results.

Most intravital microscopy experiments are conducted several hours after
antigen (peptides targeted to DCs, protein and adjuvant injected subcutaneously,
or adoptively transferred antigen-pulsed DCs) is injected into mice (2, 6-8, 23,
30, 32-34, 37, 38, 40, 43, 47), and the transition from phase-one- to phase-two-
type behavior can occur several hours after T cells enter the LN (30, 33, 40).
Thus, an important variable is the time scale over which cognate peptides are lost
from MHC molecules. As we shall see, this variable can have an important effect
on the time corresponding to a transition from phase one to phase two. This
effect is studied in the computer simulations by varying the characteristic time
scale, 7, which describes the first-order dissociation process via which the antigen
concentration on DCs decreases over time.
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(ii) Simulation method. For each Monte-Carlo move (17), a random integer
drawn from a uniform distribution of integers from 1 to N (where N is the
number of T cells) is used to pick a T cell, and an attempt is made to displace it
to a neighboring lattice point in a randomly chosen direction. If the chosen T-cell
has not yet received a stop signal and the proposed location is not occupied by
another T cell, the T cell moves to the new location. Otherwise, the move is
rejected and the T cell stays in place.

A T-cell-DC encounter occurs when a T cell either moves to a lattice point
directly occupied by a DC or is at the site immediately adjacent a DC site. When
a T cell encounters a DC, it waits (and scans for antigen) for three time steps
(other values were tested, as shown in Table 2). When a T cell contacts a cognate
DC, it can receive a stop signal with some time-dependent probability, k(f) (see
above). In the case without memory, k(7) is calculated using the pMHC concen-
tration of the DC, p(f), with which the T cell is currently interacting. Following
experimental observations (29, 44), k(t) is related to p(t), using the sigmoidal
function shown below:

4% 107p(r), pt) =3
1.2218p(1) — 1.9878p(0)
_ 3 < p@) < 30
k6 =1 733118 = 19.79050) + p0)? P M
1, pt) = 30

Note that in the above expressions, the time, ¢, refers to the time after the DCs
have arrived in the LN, which is also the time for the T-cell transfer and is
approximately 18 h after pulsing DCs with peptides and injection into animals in
the experimental studies of Henrickson et al. (22). To trace back to the initial
pMHC loading on DC surfaces, [pMHC], one needs to account for the loss of
peptides during the 18 h, which can be estimated as [pMHC], = p(0)exp(—18/7),
where 7 is the time scale of pMHC loss in units of hours, and we have used values
for 7 reported in the legend of Fig. 3. Changing the values of the constants in
equation 1 represents changing the TCR-pMHC binding characteristics since it
alters the threshold antigen dose and sharpness of the relationship between k and
the antigen dose. We also performed simulations with either the threshold
location or the sharpness altered (see Results and Table 2 for details).

In the case without memory, at the beginning of each elementary time step,
p(t) and k(t) are updated. When a T-cell-cognate DC encounter occurs, a uni-
form random number (r) between 0 and 1 is generated and compared with the
current value of k(t). If r is <k, the T cell receives a stop signal. If  is =k, the T
cell waits one step and repeats the activation attempt in the next step, with the
same value of k as in the previous step. This procedure is chosen because we
imagine that pMHC loss from the T-cell-DC contact zone is unlikely. If no arrest
has occurred after three steps have elapsed, the T cell starts migrating again. T
cells in contact with noncognate DCs cannot receive a stop signal. We have also
examined the case in which peptide loss is allowed in the contact zone, as well as
the scenario where it is only possible to deliver a stop signal during the first
scanning step. In both cases, the qualitative results (Table 2) do not change.

This simulation protocol is modified slightly to incorporate signal integration,
i.e., the “memory” effect. The details will be discussed in the next section along
with relevant results.

RESULTS

We have considered situations where T cells can and cannot
integrate signals from serial encounters with DCs. We begin by
reporting results from simulations and theoretical calculations
where naive, recirculating T cells do not exhibit a “memory” of
past encounters with cognate antigen-bearing DCs in the LN.

Phase-one-to-phase-two transition is determined by antigen
quality and quantity. In our simulations, antigen quality and
quantity are determined by three variables: (i) the initial con-
centration of cognate pMHC ligands on the DC surface and
their TCR binding characteristics, which determines the prob-
ability (k) that a particular T-cell-cognate DC encounter will
result in a stop signal; (ii) the stability of complexes formed
between the cognate peptide and MHC proteins; and (iii) the
density (or number) of DCs in lymphoid tissue that present
these ligands.

The amount of cognate pMHC on DC surfaces, and hence the
value of k, changes with time as peptides dissociate from the
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FIG. 3. Antigen dose and type determine the transition from phase-one- to phase-two-type behavior. Computer simulation results for the
fraction of T cells that have been arrested before the exit time has elapsed (a and c) and the inverse of the mean duration of phase one (b and
d) as a function of the concentration of pMHC on DCs prior to adoptive transfer into recipients. The duration of phase one is defined as the time
required for 50% of the T cells to make sustained contacts with DCs, as described in the text. The relationship between the units of concentration
on the abscissa of the graphs and the concentrations of peptides used to pulse DCs in experiments carried out by Henrickson et al. (22) is described
in the text. If a transition to phase two does not occur prior to exit, the duration of phase one is taken to be infinite, in which case the inverse of
the duration of phase one is zero, as seen in panels b and d. Results for two pMHC ligands, characterized by different half-lives of the pMHC
complex, are shown. The values of the half-life that were used are approximately 6 h and 2.35 h, since that roughly corresponds to the
experimentally determined pMHC half-lives for the M peptide and C peptide, respectively (22). These peptides are the natural (C) and an altered
(M) peptide ligand for the P14 TCR transgenic system. One hundred cognate DCs (a and b) or 300 cognate DCs (¢ and d) are analyzed.

MHC groove. The stability of the pMHC complex is described by
the parameter 7, which is the time associated with peptide
dissociation from the pMHC complex. This parameter, along
with the initial concentration of antigen loaded onto DCs be-
fore adoptive transfer, determines the antigen concentration
displayed on DC surfaces at any given time. The density (re-
lated simply to the number) of cognate DCs in the LN is
described by a single parameter (p).

Figure 3a and c show that the fraction of T cells arrested
before the exit time (24 h) has elapsed depends on antigen
quality and quantity. The fraction of T cells arrested increases
as the initial antigen loading and the density of cognate DCs
are increased. This is because a higher density of cognate DCs
(e.g., 300 versus 100 cognate DCs per lattice) increases the
probability of a T-cell-cognate DC encounter, while a higher
antigen concentration on DCs corresponds to a higher proba-
bility for the T cell to receive a stop signal (i.e., higher k).
Varying the exit time between 10 and 27 h led to barely any
change in the results (see Table 2 for a discussion). Note also
that since the arrested cells are the ones most likely to commit
to full activation (24), late activation markers (e.g., prolifera-
tion) likely change in ways that parallel the changes in the
fraction of arrested cells; thus, the fraction of arrested cells can
be considered to be a measure of late markers of activation.

The results displayed in Fig. 3b and d make direct the con-
nection with the experimental observations of Henrickson et
al. (22), who observed the T-cell migration patterns in LNs
containing adoptively transferred DCs pulsed with various an-
tigenic peptides ex vivo. Henrickson et al. define the time
corresponding to the transition from phase one to phase two as
that at which some large fraction (e.g., 50% of the T cells) is no
longer motile (i.e., the median times of interaction between
antigen-specific T cells and peptide-pulsed DCs are greater
than 30 min in a 60-min observation period). T cells do not
transition to phase two in a synchronous manner. The duration
of phase-one-type behavior for individual T cells in each of our
in silico trajectories varies widely (from minutes to hours),
especially at the threshold concentration of pMHCs required
to induce a transition to phase two. In experiments too, differ-
ent T cells stop at different times. Similarly, because of the
stochastic nature of this process, the duration of phase one
observed by Henrickson et al. also differs from one experimen-
tal realization to another, fluctuating around some average
value. Similar behavior is also captured in our simulations (see
the supplemental material). In both our simulations and the
experiments, an average value of the time at which a large
fraction of T cells is arrested is reported. This time is repre-
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sentative of the behavior of the population of T cells, but does
not imply synchronous behavior for every T cell.

Figure 3b and d show how the average time at which 50% of
the T cells are arrested depends on the initial value of the
antigen concentration on DC surfaces and the density of cog-
nate DCs (e.g., 300 versus 100 cognate DCs per LN). The
shape of these curves is strikingly similar to that reported by
Henrickson et al. for the dependence of the time of a transition
from phase one to phase two on the peptide concentration
used to pulse DCs ex vivo. Besides the two values of DC
loadings displayed in Fig. 3, several other values were also
tested and led to no qualitative difference (see the discussion in
Table 2).

One of the pMHC ligands studied by Henrickson et al. (22)
is called the “M peptide.” This is an altered peptide ligand for
the P14 TCR transgenic system, wherein T cells recognize a
peptide from lymphochoriomeningitis virus (KAVYNFATC is
the natural peptide, referred to as the C peptide, and KAVYN
FATM is the “M peptide”). They report that for DCs pulsed
with 100 pM of M peptide, a transition to phase two was not
observed. Pulsing concentrations of 200 pM resulted in phase-
two-type behavior after 6 to 8 h, and all higher pulsing con-
centrations led to a phase one that lasted 2 to 4 h (22). Thus,
these experimental data seem to exhibit the thresholding (with
200 pM as the threshold) and asymptotic behavior observed in
our simulation results. The thresholding behavior results from
the nature of the dose-response curve characterizing T-cell
signaling (Fig. 2).

The stability of pMHC determines the amount of cognate
pMHC left on the DC surface at various times after adoptive
transfer. Consequently, the time scale T characterizing pMHC
dissociation influences T-cell migration and activation by af-
fecting how the probability of productive signaling (k) varies
over time. Two values of 7 differing approximately by a factor
of 2 (3.4 and 8.7 h, respectively) are considered in Fig. 3. These
values were chosen because they correspond to the stability
characteristics of the M and C peptides in the experimental
studies of Henrickson et al. (22). We also explored a range of
7 values between 100 and 800 min; the qualitative behavior
parallels those shown in Fig. 3 (see the discussion in Table 2).
Our results show that while keeping all other parameters the
same, values of T that differ by a factor of 2 can result in a
substantial difference in the fraction of T cells arrested before
the exit time has elapsed (Fig. 3a and c). Equivalently, the
less-stable peptide requires a longer time to transition into
phase two. Ligand concentrations that result in a transition to
phase two for the M peptide would not lead to such a transition
for the C peptide, as observed in experiments (22).

However, there are some subtleties. For example, at the
threshold concentration required to observe a transition to
phase two, the duration of phase one obtained from simula-
tions is roughly the same for the M and C peptides (note,
however, that this threshold concentration is much higher for
the C peptide) if the TCR binds both pMHCs with the same
affinity. In reality, however, the C peptide could bind TCR
slightly more weakly than the M peptide. This can be modeled
by moving the threshold in the relationship between k and the
antigen concentration to higher concentrations. We could es-
tablish that while such changes do not alter our conclusions in
qualitative ways, the results do change quantitatively (see the
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discussion in Table 2). For example, shifting this threshold by
a factor of 1.5 results in transition times around 9 h (ranging
from 6 to 12 h) for the C peptide, which is consistent with
experimental observations (22).

The results shown in Fig. 3 and corresponding experimental
observations (22) show that antigen quality and quantity de-
termine the duration of phase one.

A consolidated measure of antigen quality and quantity
determines the duration of phase one. A common conceptual
framework which reveals how antigen dose and type influence
the duration of phase one is obtained by recognizing that the
pertinent stochastic processes are described by distinct average
time scales.

One potentially important time scale is the length of time
required for T cells to encounter cognate DCs by effectively
random processes. This time, 7, (the subscript “e” denotes
“encounter”), scales as 1/(p*>D), where p is the density of
cognate DCs in the LN and D is the T-cell motility coefficient
which is calculated from experimental results (30, 32-34). Ex-
perimental values of D, p, and the duration of phase one make
clear that 7, is much smaller than the duration of phase one. In
other words, prior to exiting the LN, T cells have ample op-
portunities to encounter cognate DCs. This is consistent with
Bousso and Robey’s findings that DCs scan at least 500 T cells
per hour in the absence of antigen (7) and findings of other
previous studies (5, 10, 32, 41). Similarly, our simulations are
carried out for a range of conditions wherein 1, (the time
required to encounter DCs) is not limiting.

Since different peptides are lost from the DC surface at
different rates over time, another time scale, the characteristic
time for peptide loss (t) discussed earlier, is an important
measure of the quality of an antigen. However, how different
values of T affect the duration of phase one will depend on
other key variables. For example, if the half-life of the pMHC
complex is shorter (smaller T and less-stable pMHC), the effect
on the duration of phase one will depend on the prevailing
antigen dose. This is because a higher antigen dose could
compensate for a less-stable pMHC. How do we properly com-
pare the effect of a change in the antigen dose (units of mo-
larity) with a change in the peptide half-life (units of time)? A
systematic method to compare the relative impact of changing
different measures of antigen quantity and type (each mea-
sured in different units) would be extremely useful for inter-
preting and designing experiments.

Assessing the impact of changing the value of one variable
while taking into account the context (values of other pertinent
variables measured in different units) is facilitated by grouping
(e.g., as products or ratios) the relevant variables to obtain
nondimensional quantities (13). The change in the value of
such a nondimensional quantity upon altering a particular vari-
able properly reflects the relative effect of manipulating this
variable. Our goal is to compare the effect of a change in the
stability of the pMHC (a time scale) with changes in other
measures of antigen type and dose, such as TCR-pMHC bind-
ing characteristics, pMHC dose, and number of cognate DCs.
To do this, we need to relate measures of these last quan-
tities to a time scale pertinent to the process of T-cell-DC
interaction.

As T cells migrate through the LN, the number of encoun-
ters with DCs (or time) required to receive a stop signal should
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depend on the number of cognate DCs and pMHCs per DC
and the TCR-pMHC binding characteristics (represented by
the pMHC-to-k mapping in our model). For example, small
values of antigen concentration, cognate DC number, or half-
life of the TCR-pMHC interaction will result in a longer phase
one. In other words, the time required to receive a stop signal
(1,) is determined by k and p (the number of cognate DCs in
the LN). Thus, the effect of changing & or p is contained in one
single variable: the time scale T..

The nondimensional grouping /7, allows an “apples to ap-
ples” comparison of the effects of antigen dose and TCR-
pMHC binding characteristics with the half-life of the pMHC
complex. If this hypothesis is correct, data obtained from vary-
ing diverse measures of antigen quantity and quality should
collapse onto one consolidated master curve if graphed against
the 7/, ratio. How can the value of this ratio be obtained in
terms of the individual measures of antigen quantity and
quality?

Our computer simulations naturally include stochastic fluc-
tuations which are normal for all biological systems. Stochastic
effects can be important for many phenomena in molecular
immunology (e.g., see references 29 and 49). The importance
of stochastic effects for the transition from phase-one- to
phase-two-type behavior is highlighted by the fact that for
identical conditions, in our computer simulations the duration
of phase one varies widely (over a range of 2 to 3 h) from one
simulation to another. Experiments also show similar variabil-
ity (22). This is not surprising, since for a related problem in
physics (survival probability of particles diffusing in a medium
composed of randomly placed sites that can trap the particles
with some probability), the importance of stochastic fluctua-
tions has been proven in a mathematically rigorous manner
(26, 27). Also, the importance of stochastic effects has been
noted by Preston et al. (35) in the context of T-cell migration
in lymphoid tissue. Therefore, a computational treatment that
a priori assumes that every T cell undergoes a transition from
phase-one- to phase-two-type behavior at precisely the same
time (the average value of the duration of phase one) is over-
simplified. However, such a mathematical description can be
useful in identifying how quantities (such as our time scale
ratio 7/7,) depend upon other parameters and may be satisfac-
tory for obtaining the mean values of certain quantities.

In such a treatment, one writes down a differential equation
for the spatiotemporal evolution of the concentration of the T
cells that have not received a stop signal (denoted 7):

aT—DVZT kpT
Y - Kkp

2
Tt =0 =T, Tt + =) =0

The spatially averaged solution has the form 7/7, = exp
{—pfotk(t’)dt’}. In other words, the number of T cells that

have received a stop signal depends only on pf(J'k(t’)dt’,

which equals /7.

We have carried out computer simulations wherein diverse
measures of antigen quantity and quality are varied to examine
whether all the resulting data collapse onto one consolidated
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master curve when graphed against 7/t, (given by the last
formula).

Figure 4 shows that all our simulation results (varying the
initial antigen concentration, half-life of the pMHC complex,
fraction of cognate DCs, etc.) collapse onto one consolidated
master curve when the fraction of T cells arrested is plotted
against this scaling variable. This result demonstrates that since
the time required for T cells to traverse the LN is not limiting,
antigen quality and quantity determine the time to transition
from phase one to phase two via an interplay between the time
scales necessary for a productive T-cell-DC encounter (7,) and
the time scale describing the loss of peptides from DCs (7).
The smaller the value of the ratio of these two time scales
(t/7,), the longer the time required for a transition to take
place (or equivalently, the lower the fraction of T cells arrested
prior to exit).

Henrickson et al. (22) observed that a twofold decrease in
pMHC per DC has more impact on T-cell proliferation than a
10-fold increase in the number of cognate DCs. Our analyses
and results suggest that this is because the impact of changes in
the numbers of pMHC per DC on /7, exhibits a threshold,
which is because the relationship between the signaling effi-
ciency and the pMHC concentration is not linear, as discussed
earlier (Fig. 2). On the other hand, the number of cognate
DCs, p, affects this ratio in a linear fashion, as the relationship

T/, = p j;k(t’)dt’implies. Therefore, a twofold decrease in

the initial pMHC concentration leads to a much greater re-
duction in p fO 'k(t')dt'which can only be compensated by a sig-

nificantly larger increase in the cognate DC number.

We have also studied situations where there is no antigen
loss with time, since peptide half-lives in MHC class II systems
can be very long. Furthermore, in some settings, DCs could
continuously synthesize new pMHC molecules from an intra-
cellular pathogen or self antigen. In these cases, there is only
one relevant time scale, 7, and it equals 1/(k X p) (note that k,
the probability of receiving a stop signal, does not change with
time in this case). Indeed, for these cases, our simulation re-
sults obtained from varying the concentration of pMHC li-
gands or the cognate DC numbers collapse to one consolidated
master curve when time is scaled (divided) by T, (data not
shown).

The need for signal integration. The fact that the diffusion
time is short implies that T cells can efficiently scan many DCs
(5,7, 10, 32, 41) in a period shorter than the time at which the
transition from phase one to phase two occurs. Previous stud-
ies (e.g., Bousso and Robey [7], Miller et al. [32], and Beltman
et al. [5]) show that DCs scan many T cells in a time scale
shorter than the duration of phase one. However, the transi-
tion from phase-one- to phase-two-type behavior requires 6 to
10 h for 10 uM of the C peptide (22, 30). Given that the time
required to encounter a cognate DC is relatively short, why
does this transition not occur at earlier times when the antigen
dose is higher since fewer peptides have dissociated from DC
surfaces? This is likely because the propensity for generating a
stop signal is low from the very beginning in these systems.
This, in turn, suggests that T cells may be integrating signals
from multiple sequential interactions with DCs because of a
“memory” that is intrinsic to the topology of the signaling
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FIG. 4. Unifying conceptual framework describing how antigen dose and quality determine the transition from phase-one- to phase-two-type
behavior. Results obtained upon varying diverse quantities (green diamonds, initial pMHC concentration on DCs prior to adoptive transfer and
TCR-pMHC binding characteristics; blue triangles, the number of cognate DCs; purple x’s, stability of pMHC complexes) all fall on the same
consolidated curve when graphed against the consolidated measure of antigen dose/quality. The latter is calculated as the ratio of two time scales,
namely the time scale of pMHC loss from the cognate DC surface (t) and the time scale for a productive T-cell-DC encounter to take place (t,)
(see the text for derivation). Results of simulations carried out with or without the “memory effect” (the ability to integrate signals from serial
T-cell-DC encounters) also fall on the same curve (red crosses). Variations of one parameter and simultaneous variation of two parameters are
considered. The number of cognate DCs is varied from 50 to 500; the initial pMHC concentration is varied from 3 to 160,000; the half-life of pMHC
is varied from 40 min to 16 h; the memory time scale, T,,, is varied from 0 to 6 h. Increasing the number of DCs, pMHC pulsing concentration,
or stability, as well as the memory time scale, all lead to a larger fraction of T cells arrested prior to the exit time (24 h). We also applied
modifications to the scheme of T-cell activation upon cognate encounter. Specifically, in alternative scheme 1, instead of being able to receive a
stop signal during the entire scanning period (three steps), the T cell can only receive a stop signal during the first waiting step, i.e., immediately
after the encounter happens. In the second alternative scheme, the T cell can receive a stop signal throughout the scanning period but peptide loss
is allowed during this time, leading to progressively smaller values of k. We were able to reproduce the master curve for each modified scheme
similar to the one shown here.

network. In light of this, we explored the consequences of such
a phenomenon in our computer simulations.

Effects of signal integration. The T-cell signaling network
has many features that could potentially enable signal integra-
tion. For example, disassembly of membrane-proximal signal-
ing complexes formed upon interactions with TCR will occur
some time after the initial stimulus is removed. Many feedback
loops have also been identified in TCR signaling, including
those involved in membrane-proximal signaling that may be

relevant for early events that result in a stop signal (1, 36, 49).
These feedback loops could potentially provide additional
mechanisms for signal integration. Moreover, recent imaging
experiments have examined the ability of T cells to integrate
signals derived from successive encounters (11, 22, 40), and
biochemical experiments have suggested the existence of mem-
ory in T-cell signaling (15). Finally, while endogenous pMHC
are not explicitly considered in our model, T-cell encounters
with DCs displaying endogenous pMHC may also contribute to
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FIG. 5. The ability to integrate signals from serial T-cell-DC encounters lowers the antigen dose required to enable a T cell to transition from
phase-one- to phase-two-type behavior. The inverse of the mean duration of phase one is plotted as a function of the initial pMHC concentration
on DCs after pulsing prior to adoptive transfer. The duration of phase one is defined as the time required for 50% of the T cells to make sustained
contacts with DCs, as described in the text. The way in which signal integration (memory) is incorporated is described in the text. The time scale
for memory decay is 160 MC steps (or minutes). (a) The half-life of the pMHC ligand is 2.35 h (corresponds to the C peptide in experiments
reported in reference 22). (b) The half-life of the pMHC ligand is 6 h (corresponds to the M peptide in experiments reported in reference 22).
For the results in both panels, 100 cognate DCs were simulated. The effects of memory are more pronounced for the less-stable pMHC ligand (a).
For example, there is a 58% reduction in the dose required for a transition to phase-two-type behavior in panel a upon incorporation of memory
and a 52% reduction in panel b. These specific values depend upon the number of cognate DCs, TCR-pMHC binding characteristics, and other
relevant parameters. However, they are almost independent of the time scale characterizing memory (see the text) if this quantity exceeds a

threshold value.

a “memory”, since such interactions could help sustain the
effects of encounters with cognate ligands.

In future modeling and experimental efforts, molecular de-
tails of signaling and migration must be examined simulta-
neously in order to understand the origin and effects of mem-
ory in detail. At present, however, we adopt a minimalist
approach by postulating that the T-cell signaling network has a
“memory” of previous encounters with DCs, which decays with
a characteristic time scale, T,,,. ,,, is determined by the molec-
ular details of the signaling network, although currently the
precise origin and values of this time scale are unknown.

Specifically, we use the following protocol to simulate signal
integration from serial T-cell-cognate DC encounters. A
“memory”, M (which initially equals zero), is associated with
each T cell. Upon the first T-cell-cognate DC encounter, k is
evaluated using the same procedure as in the case without
memory. Should this encounter be unproductive, the T cell
leaves with a memory of M = k(t), where ¢ is the time for the
first encounter with the cognate DC for this T cell. Prior to
the next encounter with a cognate DC at some later time ¢', the
memory decays with some time scale, 7,,; thus, M(') =
M(t)exp{—[(*' — ?)/7,,]}. At the second cognate DC encounter,
the total propensity to receive a stop signal is as follows: k,.(t") =
k(') + M(t") or 1, whichever is smaller. If the T cell does not
receive a stop signal, the value of k., is added to its “memory.”
In this manner, the “memory,” M, of previous encounters may
enhance the propensity of a stop signal. This process is repeated
upon subsequent encounters. Since values of 7, that are signifi-
cantly shorter than the time scale between successive encounters
of a T cell with a cognate DC would have little effect and values
comparable to the exit time are unlikely, we focused our studies
on values of T, which are on the order of a diffusion time scale.

Our computer simulations show that initial pMHC concen-
trations on DCs that would otherwise not result in a transition
to phase two may stimulate sustained contacts when signal
integration is incorporated (Fig. 5). These results suggest that
even if pMHC concentrations on DCs in the LN are so low that

a single T-cell-DC encounter cannot be productive, integra-
tion of signals from serial encounters can result in extended
T-cell-DC contacts. This concurs with experimental findings by
Henrickson et al. (22) which show a transition to phase-two-
type behavior under conditions where the antigen density on
any particular DC must be quite small. Figure 5 shows that the
effects of signal integration are more pronounced for the less
stable pMHC ligands (e.g., the C peptide in the work of Hen-
rickson et al.). With the same degree of signal integration (i.e.,
the same decay rate of the signal; 7,, = 160 min), the threshold
concentration of pMHC required to induce a transition to
phase two is reduced by 52% for the M peptide and 58% for
the C peptide. This is because given the same initial antigen
density loaded onto DCs ex vivo, DCs will display fewer of the
less stable pMHC ligands in the LN. The ability to integrate
signals from serial encounters therefore becomes more impor-
tant for the less-stable pMHC antigen. This is also true for the
other values of T,, we had examined using computer simula-
tion. With a larger 7, value (more persistent “memory”), the
threshold concentration required to induce a transition to
phase two can be reduced until a maximum enhancement is
reached, beyond which a larger T,, value no longer reduces the
threshold concentration (Table 2).

Note, however, that the shapes of the curves in Fig. 5 are not
altered by incorporating signal integration. Signal integration
simply reduces the time scale required for a productive T-
cell-DC encounter (r,) if a T cell has previously encountered
cognate DCs and in so doing increases the fraction of arrested
T cells. In other words, signal integration increases the average
probability for a stop signal (i.e., the mean value of k) during
the process, since the loss of cognate ligands from the DC
surface is ameliorated. This makes the effective value of /7,
smaller. Figure 4 makes this point strikingly, since all the sim-
ulation results, with and without signal integration, exhibit the
same scaling behavior with respect to the interplay of the
important time scales identified earlier. As we note in the next
section, the same would be true if memory was conferred by
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DCs changing pMHC presentation efficiency upon repeated
encounters with cognate T cells.

DISCUSSION

Understanding the behavior of T cells in lymphoid tissue as
they begin to be primed by antigen-presenting cells is very
important since it is a key stage that leads to the detection of
antigen and the mounting of an immune response. Progress in
this regard has been aided by the recent application of mul-
tiphoton microscopy technology (51, 52) to immunological
questions, since this has enabled spatially resolved in vivo im-
aging of T cells in real time (2, 6-8, 11, 23, 30, 32-34, 37, 38, 40,
43, 47). Among the earliest findings from these studies was that
the migratory pattern of T cells (on large length and time
scales) exhibited the statistical features characteristic of a ran-
dom walk (32, 34). Subsequent computer simulations have
suggested that this enables efficient scanning of DCs in LNs
(5). Furthermore, recent experiments suggest that the appar-
ently random (or diffusive) motion may be because T cells
follow “tracks” made up of reticular fibers which span the LN
in a statistically random manner, and T cells can choose dif-
ferent tracks at the intersections (2, 3). Other important find-
ings are that chemokines can influence the details of T-cell
motility patterns (9, 19, 42, 48) and that T cells can organize
into dynamic “streams” ().

The dynamic characteristics of T-cell migration in LNs var-
ies over time (23, 30, 33, 37, 40). In CD8™ T cells, the first stage
(phase one) of rapid scanning (characterized by random walk
statistics) is followed by a second phase wherein T cells make
extended contacts with DCs. In this second phase, presumably,
T cells are making sustained contacts with DCs that are known
to be necessary in vitro for full commitment to activation (e.g.,
see reference 24). Therefore, a mechanistic understanding of
which factors determine the transition into phase two and how
they regulate this decision is crucial. Such an understanding
was not available, which was the impetus for this study.

We reasoned that the transition from phase one to phase
two results from T-cell signaling stimulated by encounters with
cognate DCs. This, in turn, suggested that this transition is
strongly influenced by the quantity and quality of antigen. We
have studied this hypothesis extensively in silico by systemati-
cally varying conditions that determine antigen quantity and
quality. Our results are qualitatively consistent with experi-
mental observations (22), and they provide a mechanistic
framework that describes how antigen dose and type impact
the ability of T cells to detect antigen and “decide” to make
extended contacts with DCs.

Increasing the initial concentration of cognate ligands
loaded on DCs or increasing the fraction of cognate DCs
reduces the duration of phase one, because both actions lead
to a higher propensity for a productive T-cell-DC encounter. If
the antigen concentration on DCs and/or the density of cog-
nate DCs exceeds a threshold value, the transition from phase
one to phase two occurs very rapidly. This may explain why it
is difficult to observe phase-one-type behavior in a system
characterized by high doses of high-affinity antigen on the
majority of endogenous LN DCs (38).

Stability of the pMHC complex itself is also an important
variable, with more stably bound peptides resulting in a shorter
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phase one. This is because unlike the case with in vitro exper-
iments with multiple or single cells or lipid bilayers, a T cell
might encounter a DC in the LN several hours after antigen
loading (as in the experiments reported in references 23, 30, 32
to 34, and 37). During this time, peptides are lost from the DC
surfaces. The less stable pMHC complex will thus display
smaller amounts of cognate ligand, thereby decreasing the
probability of productive T-cell-DC encounters.

The power of our theoretical analysis is that it shows that
these seemingly unrelated findings emerge from a single con-
ceptual framework. We have identified three important time
scales. The first is the characteristic time for T cells to find DCs
bearing cognate ligands, which is rather short for conditions
that have been studied previously (7, 23, 32, 41) and by us.
Therefore, it is not as important a determinant for the transi-
tion from phase-one- to phase-two-type behavior. It is worth
remarking, however, that in the early stages of a real infection,
the number of DCs bearing a cognate ligand may be smaller
than that in in vivo imaging experiments (e.g., ~100 to 300
cognate antigen-bearing DCs are in the draining LN at the
time of T-cell adoptive transfer in the experiments of Henrick-
son, et al. [22]), and this time scale may become important. It
may also become important if an antigen dose is extremely
high, in which case the T cells would receive a sufficiently high
stimulus from the first cognate DC they encounter. As a result,
the time it takes to encounter the first cognate DC dictates the
duration of phase one.

An important time scale is the time required for a produc-
tive T-cell-DC encounter to occur (7). Using a mean-field
approach, we derived how this time scale is determined by
various measures of antigen dose and type. Specifically, we
identified the nondimensional ratio of 7, and the half-life of the
pMHC complex as the composite variable which controls the
behavior of the system. Our simulation results for a wide range
of values of diverse quantities that reflect antigen dose and
quality all collapse onto one master curve when plotted against
this ratio. For systems where antigen loss due to peptide dis-
sociation is not important, diverse results scale with T, alone
since it is the only relevant time scale.

These results show that differences in T-cell migratory pat-
terns observed upon manipulating different variables (antigen
dose, density of DCs bearing cognate ligands, peptide stability,
TCR-pMHC binding, etc.) result from how this particular
change, combined with all other prevailing conditions, affects
the /7, ratio. Changing each of these variables changes the
balance between two relevant time scales, thereby influencing
the way in which migrating T cells interact with and respond to
DCs. We hope that these implications of the conceptual frame-
work revealed by our study will help guide future experimen-
tation.

Our computer simulations and experiments reported by
Henrickson et al. (22) both highlight the existence of a sharp
threshold in the antigen dose on DCs beyond which the T cell’s
ability to transition to phase two drastically improves. The
value of this threshold concentration is higher for the less
stable pMHC ligands and weaker TCR-pMHC binding char-
acteristics (also observed in vitro [40]). The existence of a
threshold is predicated by the fact that dose-response curves
characterizing T-cell signaling exhibit a threshold (29, 44).

The time scale associated with T-cell-DC encounters is
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much shorter than the times at which a transition from phase-
one- to phase-two-type behavior is observed in the experimen-
tal study by Henrickson et al. (22). This observation, combined
with the fact that there is a larger amount of pMHC ligands on
cognate DCs at shorter times, led us to suggest that T cells may
be able to integrate signals from multiple serial encounters
with DCs. This aspect of our study differs from previous stud-
ies, such as a recent study by Preston et al. (35), in which the
detection of antigen and activation of T cells are viewed as a
transport-limited process, i.e., the T cells commit to activation
upon their first encounter with cognate DCs. Signal integration
could result from various aspects of the T-cell signaling net-
work that may confer memory. Our calculations show that such
memory effects would enable a transition from phase-one- to
phase-two-type behavior when it otherwise may not have oc-
curred because of too low an antigen dose on DCs. We believe
that in vivo, productive T-cell-cognate DC interactions are
stochastic events. The ability to integrate signals from sequen-
tial T-cell-DC encounters enhances the sensitivity with which
T cells can detect antigen. Furthermore, it may also narrow the
distribution of stochastic times at which individual T cells stop,
thereby making the transition to phase-two-type behavior ap-
pear to be more sharply defined.

It has been suggested that DCs may alter the presentation of
pMHC ligands upon serial encounters with T cells, which pro-
vides the source of such “memory” (23). In our current model,
this would simply result in a different type of variation of the
propensity of a productive T-cell-DC encounter (k) with time.
Thus, it will result in a different value for the ratio of the two
important time scales we have identified. Nevertheless, as
noted earlier, the results will still depend only on this ratio, and
simulations carried out with DCs as the source of memory will
also collapse onto the consolidated master curve shown in Fig.
4. Resolving whether the origin of “memory” lies in the T-cell
signaling network and/or pMHC presentation on DCs requires
the integration of molecular-signaling models with migration
simulations and concomitant experiments. It is expected that
the details of the temporal migratory patterns should be dif-
ferent in the two cases, since the dynamical behavior of the
T-cell signaling network and enhanced pMHC presentation on
DCs (e.g., by clustering ligands) should be very different. Ex-
periments aimed toward resolving this have been described by
Henrickson et al. (22).

The close connection between T-cell signaling and migration
revealed by our studies highlights the need for experimental
and computational studies that connect molecular-scale signal-
ing processes to migratory patterns in detail. Multiscale com-
putational models that seamlessly integrate molecular signal-
ing events with T-cell motion are required. Furthermore, the
development of efficient computer simulation methods that do
not employ a lattice representation of space and can simulta-
neously incorporate the complexity of signaling is required if
all noncognate T cells and DCs are to be included in order to
generate models that are quantitatively accurate. Similarly,
experimental technologies that can combine the tracking of
T-cell motion with the imaging of signaling molecules (as is
currently possible in vitro) must be developed. Synergy be-
tween such experiments and computational studies will help
elucidate how T cells are activated in lymphoid tissues.
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